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ABSTRACT 
In the fast growing world, with the advent of new technologies, people communicate via internet on a day to day 

basis. Secure transactions such as banking, bill payments, mail delivery, etc. are being carried out easily via smart 

phones, tablets and computers. Thus, providing information security through encryption and decryption plays a very 

important roll. Many algorithms have been implemented so far to provide data encryption, of which Advanced 

Encryption Standard (AES) is one such efficient algorithm. In this paper, a novel method has been proposed for the 

mix columns and inverse mix columns operation in AES cryptography, which is a major operation that provides 

diffusion of data i.e. the plain text. A software implementation is done using VERILOG Hardware Description 

Language, using the three methods: Look-up table method, Splitting method over Galois field and the proposed, 

Vedic mathematics technique. It can be found that the Vedic mathematics approach provides an area efficient and 

high speed algorithm when compared to the other two methods 
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INTRODUCTION 
In a fast paced world, communication has been made 

available at everyone’s finger tips by the use of 

computers and internet. With the advances in 

technology, all transactions such as financial, bill 

payments, exchange of credible information via mails 

and messages can be performed with ease, via 

computers, handheld devices such as mobile phones, 

tablets, etc. This gives rise to the need for an area 

efficient and high speed cryptographic algorithm, 

which provides encryption and decryption of the data 

being exchanged.  

When critical or secret information is being 

exchanged between two parties, there is always the 

possibility of an opponent/enemy who is trying to 

hack the information to misuse it. In order to prevent 

this, various encryption and decryption algorithms 

have been developed. The Advanced Encryption 

Standard (AES) is one such efficient algorithm. AES 

performs four major operations, namely: Substitute 

bytes, Shift rows, Mix columns and Add-around key, 

of which, the mix columns operation plays a major 

role in inducing diffusion to the message being 

exchanged. 

In this paper, a novel architecture has been proposed 

for the mix columns and inverse mix columns 

operations in AES cryptography. The inverse mix 

columns operation has been implemented using the 

two known methods: Look-up table method, Splitting 

method over Galois field, and the proposed: Vedic 

mathematics technique; and the results have been 

compared. 

BASIC PRINCIPLE OF MIX COLUMNS 

AND INVERSE MIX COLUMNS 

OPERATION 
The mix columns transformation is a major operation 

in AES cryptography, which is used to induce 

Diffusion, which refers to dissipating the structure 

of plaintext over bulk of cipher text, thus making it 

difficult to hack. The inverse mix columns operation 

is the inverse transformation performed on the cipher 

text, to obtain back the plaintext during decryption. 

In both the operations, a predetermined matrix is used 

to perform the transformation. 

Mix columns transformation 

The mix columns transformation is obtained by 

performing matrix multiplication of the 
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predetermined matrix with the data matrix that needs 

to be transformed. The data matrix for AES consists 

of two digits (i.e. 8 bits) hexadecimal numbers. 

 

 
 

Matrix multiplication is performed column vice on 

the data, i.e. the predetermined matrix is multiplied 

with each column of the data matrix separately, to 

obtain the corresponding columns of the transformed 

matrix, as shown in Fig. 1. 

 

 
Fig. 1: Mix Columns Transformation 

 

Inverse Mix Columns Transformation 

The inverse mix columns transformation is obtained 

by performing matrix multiplication of the 

predetermined matrix with the cipher text matrix, 

given by: 

 

 
 

IMPLEMENTATION OF MIX COLUMNS 

AND INVERSE MIX COLUMNS 

OPERATIONS OF AES 
Encryption and decryption of data are implemented 

using the Look-up table method, Splitting method 

over Galois field and the Vedic mathematics 

technique. 

 

Look – Up Table method 

In this method, we make use of two tables: L-table 

and E-table respectively, as shown in Fig. 2 and Fig. 

3. The product of the two hex numbers is obtained 

by: first performing an L table look-up of both the 

numbers, adding the resultant values, followed by an 

E table look up of the resultant.   

 

 
Fig. 2: L Table 

 

While performing look-up, the tenth’s place digit is 

looked up on the vertical index and the unit’s  place 

digit is looked up on the horizontal index. For 

example: the L-table look-up for A1 would be 0C and 

the E-table look-up would be BA, in reference with 

Fig. 2 & 3. 

 

 
Fig. 3: E Table 

 

Splitting method over Galois Field 

In this method, the mix columns operation is 

performed using GF (28) operations. Each element of 

GF (28) is represented as polynomial of degree 7. The 

coefficients of each term of the polynomial can take 

the value of either 0 or 1. For example, 10010110 can 

be represented as x7+ x4+ x2+ x.  

 

Addition of two elements in GF (28) is performed 

using XOR gates, to add corresponding bits. 

Multiplication in GF (28) is performed by multiplying 

each term of one polynomial with all of the terms of 

the second polynomial. Each of these products should 
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be added together. If the degree of the resultant 

polynomial is greater than 7, then it must be reduced 

to an irreducible polynomial. In the case of AES, the 

irreducible polynomial is x8+ x4+ x3+x+1. Reducing a 

higher degree polynomial to an irreducible form is 

accomplished by multiplying the irreducible 

polynomial by xi-8, where i is the degree of the 

polynomial that is to be reduced. Then, adding the 

multiplied irreducible polynomial to polynomial to be 

reduced. The process is continued, till we obtain a 

polynomial with a degree lesser than or equal to 7. 

An example is shown in Fig. 4 & Fig. 5. 

 

 
 

Fig. 4: Multiplication of 2 polynomials 

 

 
Fig. 5: Reduction of resultant polynomial. 

 

The multiplication of two elements of GF (28) can 

also be expressed as a linear combination of products 

of the first element and a single-termed polynomial in 

the Galois Field, as multiplication is distributive over 

addition. For example, we know that 0E = 08 + 04 + 

02, therefore, we can express (a * 0E) as (a * 08) + (a 

* 04) + (a * 02), for any a ∈  GF (28). 

Example: 02* 0E = (02 * 08) + (02 * 04) + (02 * 02)  

= 10 + 8 + 4  

= 1C 

Vedic Mathematics Technique 

In this approach, we make use of the Urdhva 

Tiryagbhyam multiplication technique which is a 

general formula applicable to all cases of 

multiplication and also division. This technique has 

been proven to be the most efficient in terms of 

speed. ‘Urdhva Tiryagbhyam’ means ‘vertically and 

cross-wise’. 

To perform bit-wise multiplication of two 2-digit 

numbers, the general approach is as shown in Fig. 6. 

 

Fig. 6: General concept of Urdhva Tiryagbhyam 

multiplication 

Applying the above concept, the two hex numbers to 

be multiplied are converted to binary and the 

following equations are obtained: 

Say the two numbers are expressed as: 

( a7  a6  a5  a4  a3  a2  a1  a0)   and  (b7  b6  b5  b4  

b3  b2  b1  b0) 

y0 = a[0] and b[0]; 

y1 = (a[1] and b[0]) xor (a[0] and b[1]); 

y2 = (a[2] and b[0]) xor (a[0] and b[2]) xor (a[1] and 

b[1]); 

y3 = (a[3] and b[0]) xor (a[0] and b[3]) xor (a[2] and 

b[1]) xor (a[1] and b[2]); 

 y4 = (a[4] and b[0]) xor (a[0] and b[4]) xor (a[3] and 

b[1]) xor (a[1] and b[3]) xor (a[2] and b[2]); 
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 y5 = (a[5] and b[0]) xor (a[0] and b[5]) xor (a[4] and 

b[1]) xor (a[1] and b[4]) xor (a[3] and b[2]) xor (a[2] 

and b[3]); 

 y6 = (a[6] and b[0]) xor (a[0] and b[6]) xor (a[5] and 

b[1]) xor (a[1] and b[5]) xor (a[4] and b[2]) xor (a[2] 

and b[4]) xor (a[3] and b[3]);  and so on… 

Finally, these outputs are concatenated to obtain the 

product of the two numbers. 

SIMULATION AND RESULTS 
Simulation has been performed using ModelSim SE 

64 simulator for various sets of 16 8-bit hexadecimal 

values that are given as input. The correctness of the 

encrypted and decrypted values have been tested and 

verified. 

The simulation results obtained are as follows: 

Look – Up Table method 

Disk Utilization Details: 

Area of LTable = Number of Slices: 128 out of    960 

   13%  

Area of ETable = Number of Slices: 66 out   of    960 

    6%   

Area of SubByFF = Number of Slices: 10 out   of   

 960     1%  

 

Since we will be accessing the LUT VERILOG 

module/code 16 times for each column of input 

matrix and since there are 4 columns, we will be 

accessing it 64 times. Thus the total FPGA area 

required would be: 

Total Area = 20% * 64 = 1200% 

The total area needed by the LUT method is 

excessively huge and beyond the FPGA. 

 

Timing Details: 

Timing of one LTable = 8.126ns 

Timing of ETable = 8.126ns 

Timing of SubByFF = 8.277 ns 

Max. Timing = 24.529 ns (Clock frequency: 40.76 

MHz) 

Splitting Method over GF 

Disk Utilization Details: 

Area of mulWith0E = Number of Slices:  5 out of   

 960     0%  

Area of mulWith0B = Number of Slices:  5 out of   

 960     0%  

Area of mulWith0D = Number of Slices:  6 out of   

 960     0%  

Area of mulWith09 = Number of Slices:  4 out of   

 960     0% 

Total Area = (30 out of 960) * 16 

Total Area = 320 out of 960 = 33 %  

Timing Details: 

Timing of multiplyWith0E = 6.193ns 

Timing of multiplyWith0B = 6.988ns 

Timing of multiplyWith0D = 6.819ns 

Timing of multiplyWith09 = 5.934ns 

Total Timing = 25.934 ns (Clock frequency: 38 

MHz). 

 

Vedic Mathematics Approach 

Disk Utilization Details: 

Area of vedicMath = Number of Slices: 5 out of   

 960     0%   

Total Area = (5*64) = 320 out of 960 = 33% 

Timing Details: 

Timing of vedicMath = 12.359 ns (Clock frequency: 

80 MHz) 

On comparison of the results of the three methods, it 

can be seen clearly that, Vedic Math approach 

provides 100% area efficiency compared to LUT 

approach and 2 times increase in speed compared to 

both LUT and splitting method. 

The results and discussion may be combined into a 

common section or obtainable separately. They may 

also be broken into subsets with short, revealing 

captions. 

 

CONCLUSION 
A novel and an area efficient architecture for 

performing mix column and inverse mix column 

operation in AES, has been proposed. A software 
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implementation has been done using VERILOG 

Hardware Description Language, of the three 

methods, namely: Look up table method, Splitting 

method using Galois field multiplication and the 

proposed Vedic mathematics technique. A 100% area 

efficiency and a 2 times increase in speed has been 

achieved by the proposed novel Vedic math 

algorithm, in comparison with two other popular 

implementations of the same. 
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